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ABSTRACT 

With the ease of access to internet and also the various social media networks such as Facebook and 

Twitter. Which are almost used by half of the population on earth. The positive side of social media comes with 

sharing information to a large group of people and it is much faster compared to traditional news broadcast 

using television networks. Keeping the advantages aside let’s discuss about the dark side of the social media 

the place for fake news and conspiracy. The amount of fake news that spreads through social media has become 

a threat to general public and differentiating the fake news from the real news has become a big problem. The 

reason behind this can be considered as there is no automatic engines within the social media network this 

allows users in the social network to post anything they like and this post gets shared between many users 

which can lead to confusion and unable to understand which message is real and which is fake. The project 

aims to classify the messages posted on social media and helps identifying the news or the post related to a 

specific topic is real or fake. 

Keywords: Logistic Regression, Decision Tree Classifier, Gradient Boosting Classifier, Random Forest 

Classifier, Natural Language Processing. 

1. INTRODUCTION 

With the increase of spread of hoax or fake news on social media it’s become difficult for general public 

to understand what’s true and what’s fake. The spread of fake news is faster than compared to the real or genuine 

news which is from a genuine source and which is verified before broadcasting the news to general public. The 

fake news poses a threat to modern day journalism sometimes the fake news is uploaded to the internet by using 

the name of a well-known news organisation this makes people that the news is coming from a genuine but the 

reality is that it’s not real and everyone ends up believing and sharing the hoax news. The spread of is considered 

as a major tool in the presidential election of united states in 2016. It has also become a threat in healthcare domain 

also during the high time of COVID-19 the fake news cause panic among many individuals where they ended up 

believing the fake news was real and started spreading the same news. The ways to verify that the news is fake or 

not is by checking the source domain which is displaying the news and if the domain is genuine website the you 

might consider that the news is real. It is considered as a best practice to verify on a trusted domain about the news 

which is received from any social media. 

The proposed approach used five machine learning techniques - Logistic regression, Decision tree 

classifier, Gradient boosting classifier, Random forest classifier and Natural language processing. These methods 

help us to get a better overall score of the content which will help us deciding if the news is real or fake. This 

combined with manual testing method which combines multiple machine learning algorithms which will help us 

to identify the genuineness of the news with multiple techniques at a single place. 

2. ALGORITHMS AND METHODOLOGIES 

2.1 Natural Language Processing 

The natural language processing or NLP is a machine learning technique where you teach and train the 

computer to understand the human language. It can also be considered as communicating with the computer using 

human language. Its not easy to interact with the computer using natural language that humans speak the computer 

is designed to only communicate with the help of machine level language any operation computer does the 

instructions are converted to machine level language and are fed to the processing unit. In the proposed system 

by using NLP the processing of the data is done which helps the computer to decide if the set of data is well 

formatted and written by humans or it’s written by a computer bot. 

2.2 Logistic Regression:  

Logistic regression is one of the most powerful technique used in machine learning, it is used combined 

with supervised learning. Supervised learning is the technique of labelling the data before giving it as an input to 

machine learning algorithm. The logistic regression returns only two values that is zero or one. It will also provide 

us with the probability value that is between zero and one, this helps us to find the probability of the data if the 
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result of the regression is close to one than its can be considered as true and if the result of logistic regression is 

close to zero then it can be considered as the fake. We use the above method of logistic regression in the manual 

testing mechanism in our model so that the test data given as input to the logistic regression and returns it returns 

us with the value either true or false. 

 
2.3 Decision Tree Classification: 

The first thing with Decision Tree Classification is that they don’t need a fixed set of parameters to work 

and to determine the probability using machine learning for the given set of data. It used non-parametric algorithm 

to work on a given set of training data. It also helps to solve the classification problem, it used tree-structure 

classifier which basically has two nodes that is Decision and Leaf node. The algorithm works on the given test 

dataset and helps us predicting the outcome of the data, the leaf node is used to produce output while taking the 

data from decision tree as an input. 

 

 

 

2.4 Gradient Boosting Classifier 

The mechanism Gradient Boosting Classifier is that it uses multiple weak machine learning algorithms 

in order to create a robust model. It helps the algorithm to boost by combining multiple weak algorithm and the 

result produced by this is highly reliable the GBC score received in the current implementation is 

0.9959893048128342 such high score helps us to predict the genuineness of the dataset. The Gradient Boosting 

Classifier has proved the effectiveness of it while dealing with the complex dataset or big dataset. 

 

 
 

 



International Journal of Interdisciplinary Innovative Research &Development (IJIIRD) 

ISSN: 2456-236X 

Vol. 05 Issue 02 | 2021 

050209 www.ijiird.com 49 

2.5 Random Forest Classifier 

It also falls under the group of supervised learning, the advantage with RFC is that it can be used for both 

classification and regression. The way random tree works in order to predict the news is it will randomly select 

for a set of data from the big group of data sample and then it will create a decision tree from the sample and starts 

prediction once it gets predictions from all the trees then it uses the voting mechanism in order to predict if the 

news real or fake. This works well while you’re dealing with a large set of data it also has the ability to operate 

on multiple inputs and it also provides a highly efficient score of 0.988680926916221  

 

 

3. SCOPE 

With the development of an effective machine learning algorithm which is reliable and agile it becomes 

easy for social media networks as well as websites to get the genuineness of the news before posting it to a group 

of subscribers or sharing it among multiple users. Since the model uses four different machine learning algorithms 

the output which comes out of each of this model is highly accurate and it also provides accurate results while 

compared to the models which use single algorithm. 

4. CONCLUSION 

By integrating the model with a social media networks, it is possible to get the fake new detected and 

removed even before the news gets into circulation. This helps social media become a safe place for general public 

and will also allow only real news to circulate in the network. This will help build a sense of trust among the 

online news which is received by the people. 
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