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ABSTRACT 

The health care industry produces a huge amount of data. This data is not always made use to the full 

extent and is often underutilized. Using this huge amount of data, a disease can be detected, predicted or 

even cured. A huge threat to human kind is caused by diseases like heart disease, cancer, tumour and 

Alzheimer’s disease. In this paper, we try to concentrate on heart disease prediction. Using machine 

learning techniques, the heart disease can be predicted. The medical data such as Blood pressure, 

hypertension, diabetes, cigarette smoked per day and so on is taken as input and then these features are 

modelled for prediction. This model can then be used to predict future medical data. The algorithms like 

K- nearest neighbour, Naïve Bayes, support vector machine and decision tree are used. The accuracy of 

the model using each of the algorithms is calculated. Then the one with a good accuracy is taken as the 

model for predicting the heart disease. 

Keywords: Coronary heart disease, Decision tree, K nearest neighbour, Machine Learning, Naïve Bayes, 

Support vector Machine. 

1. INTRODUCTION 

In health care systems, the efficacy of medical therapies can be predicted by creating the data mining 

applications. With the aid of data mining techniques, the researchers in the medical field can recognize and 

predict the diseases in addition to providing effectual care for patients like heart disease prediction and detection 

[1-4]. Data mining is a benefit solution to rummage the big dataset and discovery of knowledge to create new 

approaches for important problems. Today, the contribution of data mining is a very big solution and method in 

all detection fields including health care. It should be noted that the data mining process is something more than 

data analysis; it includes classification, clustering, association rule mining, and prediction [5]. The term heart 

disease refers to various heart-related defects that mainly affect the heart. In recent years, the heart diseases are 

the major causes of mortality in all over the world. In different countries including India, many people are 

severely affected by this perilous disease [6]. Due to mentioned topics, heart disease diagnosis is important for 

healthy life. Therefor different classifiers were used for heart disease diagnosis, so this paper used four 

classifiers separatelyIn this paper, we have tried prediction and analysis of heart disease by considering the 

parameters like age, gender, blood pressure, heart rate, diabetes and so on. Since numerous factors are involved 

in heart disease, the prediction of this disease is challenging. Some of major symptoms of heart attack are:  

• Chest tightness.  

• Shortness of breath.  

• Nausea, Indigestion, Heartburn, or stomach pain.  

• Sweating and Fatigue.  

• Pressure in the upper back Pain that spreads to the arm. 

The following are the type of heart disease: Heart means “cardio”. Hence all heart diseases concern to 

category of cardiovascular diseases. The different kinds of heart disease are:  

• Coronary heart diseases.  

• Angina pectoris  

• Congestive heart failure.  

• Cardiomyopathy  

• Congenital heart diseases. [9] 

Coronary heart disease or coronary artery disease is the narrowing of the coronary arteries. The 

coronary arteries supply oxygen and blood to the heart. It causes a large number of people to become ill or to 

face death. It is one of the popular type of heart disease. High blood glucose from diabetes can damage blood 

vessels and nerves that control heart and blood vessels. If a person has diabetes for a longer time, there are high 

chances for that person to have heart disease in future. With diabetes, there are other reasons which contribute to 

heart disease. They are smoking which raises the risk of developing heart disease, high blood pressure makes the 

heart work harder to pump blood and it can strain heart and damage blood vessels, abnormal cholesterol levels 
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also contribute to heart disease and obesity. Also, family history of heart disease can be a cause of having heart 

disease. But this history is not considered in this paper for prediction of heart disease. 

The other risk factors include age, gender, stress and unhealthy diet. Chance of having a heart disease 

increases when a person is getting older. Men have a greater risk of heart disease. However, women also have 

the same risk after menopause. Leading a stressed life can also damage the arteries and increase the chance of 

coronary heart disease. So, in this paper based on the factors mentioned above we try to predict the risk of heart 

disease. A large amount of work has been done related to heart prediction system by using various techniques 

and algorithms by many authors. These techniques may be based on deep-learning, machine-learning, data 

mining and so on. The aim of all those papers is to achieve better accuracy and to make the system more 

efficient so that it can predict the chances of heart attack. 

 2. LITERATURE REVIEW 

Monika Gandhi et.al, [1] used Naïve Bayes, Decision tree and neural network algorithms and analysed 

the medical dataset. There are a huge number of features involved. So, there is a need to reduce the number of 

features. This can be done by feature selection. On doing this, they say that time is reduced. They made use of 

decision tree and neural networks. 

J Thomas, R Theresa Princy [2] made use of K nearest neighbour algorithm, neural network, naïve 

Bayes and decision tree for heart disease prediction. They made use of data mining techniques to detect the heart 

disease risk rate. 

Sana Bharti, Shailendra Narayan Singh [3] made use of Particle Swarm Optimization, Artificial neural 

network, Genetic algorithm for prediction. Associative classification is a new and efficient technique which 

integrates association rule mining and classification to a model for prediction and achieved good accuracy. 

Purushottam et.al, [4] proposed “An automated system in medical diagnosis would enhance medical care and it 

can also reduce costs. In this study, we have designed a system that can efficiently discover the rules to predict 

the risk level of patients based on the given parameter about their health. The rules can be prioritized based on 

the user's requirement. The performance of the system is evaluated in terms of classification accuracy and the 

results shows that the system has great potential in predicting the heart disease risk level more accurately”. 

Sellappan Palaniyappan, Rafiah Awang [5] made use of decision tree Naïve Bayes, Decision tree, Artificial 

Neural Networks to build Intelligent Heart Disease Prediction Systems (IHDPS).To enhance visualization and 

ease of interpretation, it displays the results both in tabular and graphical forms. By providing effective 

treatments, it also helps to reduce treatment costs. Discovery of hidden patterns and relationships often has gone 

unexploited. Advanced data mining techniques helped remedy this situation. 

Himanshu Sharma,M A Rizvi [6] made use of Decision tree, support vector machine, deep learning, K 

nearest neighbour algorithms. Since the datasets contain noise, they tried to reduce the noise by cleaning and 

pre-processing the dataset and also tried to reduce the dimensionality of the dataset. They found that good 

accuracy can be achieved with neural networks. 

Animesh Hazra et.al, [7] discussed in detail the cardiovascular disease and different symptoms of heart 

attack. The different types of classification and clustering algorithms and tools were used. 

V.Krishnaiah, G.Narsimha, N.Subhash Chandra [8] presented an analysis using data mining. The 

analysis showed that using different techniques and taking different number of attributes gives different 

accuracies for predicting heart diseases. 

Ramandeep Kaur, Er.Prabhsharn Kaur [9] have showed that the heart disease data contains 

unnecessary, duplicate information. This has to be pre processed. Also, they say that feature selection has to be 

done on the dataset for achieving better results. 

J.Vijayashree and N.Ch.SrimanNarayanaIyengar [10] used data mining. A huge amount of data is 

produced on a daily basis. As such, it cannot be interpreted manually. Data mining can be effectively used to 

predict diseases from these datasets. In this paper, different data mining techniques are analysed on heart disease 

database. In conclusion, this paper analyses and compares how different classification algorithms work on a 

heart disease database. 

Benjamin EJ et.al [11] says that there are seven key factors for heart disease such as smoking, physical 

inactivity, nutrition, obesity, cholesterol, diabetes and high blood pressure. They also discussed the statistics of 

heart disease including stroke and cardio vascular disease. 

Abhay Kishore et.al [12] on their experimentation showed that recurrent neural network gives good 

accuracy when compared to other algorithms like CNN, Naïve Bayes and SVM. Hence, neural networks 

perform well in heart disease prediction. They also achieved a system that could predict silent heart attacks and 

inform the user as earliest possible. 

M.Nikhil Kumar et.al [13] used various algorithms – Decision tree, random forest, Naïve Bayes, KNN, 

Support vector machine, logistic model tree algorithm. Naïve Bayes algorithm gave good results when 

compared to other algorithms. They made use of UCI repository of heart disease dataset. Also, J48 algorithm 

took less time to build and gave good results. 
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Amandeep Kaur et.al [14] compared various algorithms such as artificial neural network, K – nearest 

neighbour, Naïve Bayes, Support vector machine on heart disease prediction. 

Stephen F Weng et.al [15] used four machine learning algorithms such as logistic regression, random 

forest, gradient boosting machines and neural networks. They showed that machine learning algorithms perform 

well at predicting the heart disease cases correctly. They say that this is the first experimentation using machine 

learning techniques to routine patient data in electronic records. The source of the dataset is the Clinical Practice 

Research Datalink (CPRD). These are the electronic medical records which contains all the medical related data 

such as statistics of human population, medical history, specialists. It also contains details of medicine intake, 

outcomes and details of hospital admissions. 

Sahaya Arthy et.al [16] analyse the existing works on heart disease prediction which uses data 

mining. The data mining techniques are commonly used in heart disease prediction. They also discuss the 

databases used such as the heart disease dataset from UCI repository, tools used such as Weka, Rapid Miner, 

Data melt, Apache Mahout, Rattle, KEEL, R data mining and so on. They conclude that use of single algorithm 

results in better accuracy in prediction. But use of hybridization of two or more algorithms can enhance and 

improve the heart disease prediction with good accuracy. 

A.Sudha et.al [18] discusses the data mining technology. They also propose an architecture diagram 

which includes the steps – dataset collection, normalization and pre-processing, dimensionality reduction using 

Principal Component analysis, feature subset selection, classification algorithm and result analysis. They made 

use of three classifiers decision tree, Naïve Bayes and neural networks. They conclude that neural networks 

perform well than other classifiers. 

3. PROPOSED METHODOLOGY 

In this paper, comparison of various machine learning methods is done for predicting the 10 year risk 

of coronary heart disease of the patients from their medical data. The following is the flowchart for proposed 

methodology: 

 

 
Figure 1: proposed work 

The heart disease data set is taken as input. It is then pre-processed by replacing non-available values 

with column means. Four different methods were used in this paper. The different methods used are depicted in 

figure 3. The output is the accuracy metrics of the machine learning models. The model can then be used in 

prediction. 

3.1 K-Nearest Neighbours (KNN) 

KNN is a non-parametric machine learning algorithm. The KNN algorithm is a supervised learning 

method. This means that all the data is labelled and the algorithm learns to predict the output from the input 

data. It performs well even if the training data is large and contains noisy values. 

The data is divided into training and test sets. The train set is used for model building and training. A k- 

value is decided which is often the square root of the number of observations. Now the test data is predicted on 

the model built. There are different distance measures. For continuous variables, Euclidean distance, Manhattan 

distance and Minkowski distance measures can be used. 

However, the commonly used measure is Euclidean distance. The formula for Euclidean distance is as 

follows: 

k 

d = √∑ (xi - yi)2 

i =1 

 

The ROC curve for k-nearest neighbour is depicted in figure 5. 

3.2 Support Vector Machine (SVM) 



International Journal of Interdisciplinary Innovative Research &Development (IJIIRD) 

ISSN: 2456-236X 

Vol. 04 Issue 02 |2020 

040264 www.ijiird.com 326 

The SVM algorithm is used to predict this disease by plotting the train dataset where a hyper plane 

classifies the points into two - presence and absence of heart disease. SVM works by identifying the hyper plane 

which maximises the margin between two classes. The ROC curve is depicted in figure 7. 

Here, penalized SVM is used to handle class imbalance. Class imbalance is a problem in machine 

learning when total number of positive and negative class is not the same. If the class imbalance is not handled 

then the classifier will not perform well. The following plot shows the class imbalance. 

 
Figure 2: plot showing class imbalance 

SVM algorithms uses a set of mathematical functions called kernel. In this proposed methodology, 

linear kernel is used. 

 K(x,x’) = exp((-||x-x’||2)/2σ2) 

 

The performance of the SVM classifier can be increased by fine-tuning the hyper parameters. This can 

be done by using Grid Search CV. Different values of C can be given as input to this method. It builds different 

SVM models with given values and then finds the best value of c for which the model performs well. 

3.3 Naive Bayes algorithm (NB) 

This is a classification algorithm which is used when the dimensionality of the input is very high. A 

Naive Bayes classifier assumes that the presence of a particular feature in a class is unrelated to the presence of 

any other feature. It is based on Bayes theorem. The Bayes theorem is as follows: 

P(Y/X) = P(X/Y) P(X) 

This calculates the probability of Y given X where X is the prior event and Y is the dependence 

event. The ROC curve is depicted in figure 6. 

It needs less training data. It can be used for binary classification problems and is very simple. 

3.4 Decision trees 

Decision trees is one of the ways to display an algorithm. It is a classic machine learning algorithm. In 

heart disease, there are several factors such as cigarette, BP, Hypertension, age etc. The challenge of the 

decision tree lies in the selection of the root node. This factor used in root node must clearly classify the data. 

We make use of age as the root node. The ROC curve is depicted in figure 4. 

The decision tree is easy to interpret. They are non-parametric and they implicitly do feature selection. 

 
Figure 3: methods used 

4. RESULTS AND DISCUSSION 

4.1 Data source 

Cleveland Clinic Foundation Heart disease dataset has been collected at the University of California, 

Irvine. The Dataset has 76 raw attributes. However, all the published experiments only refer to 13 of them, 

because these features are considered the key attributes based on experienced cardiac clinicians and other 

features have so many missing values. The dataset of Cleveland contains 303 rows, which 297 instances of them 

are complete. Six instances contain missing values and they are removed from the experiment. This dataset can 

be downloaded from this address: https://archive.ics.uci.edu/ml/datasets/Heart+Disease. The 13 attributes are 
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used as input. The dataset has 1 attribute as class of heart disease with two output classes denoted as one (heart 

failure presence) and zero (heart failure absence)  

The machine learning models is evaluated using the AUC-ROC metric. This can be used to understand 

the model performance. 

The ROC curve of the algorithms is as follows: 

 
Figure 4: roc curve for Decision Tree 

 

 
Figure 5: roc curve for knn 

 

 
Figure 6: roc curve for naïve bayes 

 

 
Figure 7: roc curve for svm 

The ROC curve is the Receiver Operating Characteristic curve. The AUC is the area under the ROC 

curve. If the AUC score is high, the model performance is high and vice versa.  The figures 4, 5, 6 and 7 gives 

the ROC curve of the machine learning algorithms. The comparison of AUC score of the various algorithms is 

as follows: 

 

Algorithm AUC score 

SVM 0.70 

NB 0.68 

KNN 0.56 

Decision tree 0.53 

The accuracy of the algorithms is calculated. The accuracy results are tabulated as follows: 

  

Method Accuracy 

KNN 80.85% 

NB 87.45% 

Decision tree 78.54% 

SVM 83.82% 

The accuracy of K-nearest neighbor algorithm is good when compared to other algorithms. 

 

5. CONCLUSION AND FUTURE WORK 

This paper discusses the various machine learning algorithms such as support vector machine, Naïve 

Bayes, decision tree and k- nearest neighbour which were applied to the data set. It utilizes the data such as 

blood pressure, cholesterol, diabetes and then tries to predict the possible coronary heart disease patient in next 
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10 years. Family history of heart disease can also be a reason for developing a heart disease as mentioned 

earlier. So, this data of the patient can also be included for further increasing the accuracy of the model. This 

work will be useful in identifying the possible patients who may suffer from heart disease in the next 10 years. 

This may help in taking preventive measures and hence try to avoid the possibility of heart disease for the 

patient. So when a patient is predicted as positive for heart disease, then the medical data for the patient can be 

closely analysed by the doctors. An example would be - suppose the patient has diabetes which may be the 

cause for heart disease in future and then the patient can be given treatment to have diabetes in control which in 

turn may prevent the heart disease. 

The heart disease prediction can be done using other machine learning algorithms. Logistic regression 

can also perform well in case of binary classification problems such as heart disease prediction. Random forests 

can perform well than decision trees. Also, the ensemble methods and artificial neural networks can be applied 

to the data set. The results can be compared and improvised. 
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