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ABSTRACT 

Prediction on satellite imagery is to predict the next few images of the image sequence. Essentially, it 

is a a spatiotemporal sequence prediction problem, where the prediction of satellite images is difficult due to 

its large-scale observation area. Convolutional neural networks (CNN) are a boon to algorithm of image 

classification with a highly features and less parameters. When we are train the model using Convolutional 

Neural Network, we want to face some challenges like overfitting, exploding gradient and class imbalance. 

When we are using cloud computing framework, we get advantages like Reduced IT costs, scalability, business 

continuity, collaboration efficiency.  Google Cloud Platform (GCP) is a computing resources for deploying and 

operating web application. The advantage of google cloud is Its strength is giving a spot to people and enterprise 

to assemble and run programming, and it utilizes the web to associate with the clients of that product. The 

empirical studies confirmed that experimenting satellite image change detection on a cloud computing 

environment results in the ability to detect change with an accuracy of up to 91.2% for small changes.  

The overall aim is to compare the performance accuracy of Deep-CNN for Prediction on a 

conventional computing environment and Google cloud computing and finding out the advantage in terms of 

time and computational resources. 

1. INTRODUCTION 

1.1 Satellite Imagery 

Satellite symbolism has a wide scope of utilizations which is joined in each part of human existence. 

Particularly far off detecting has advanced over the course of the years to tackle a ton of issues in various regions. 

In Distant Detecting, Hyperspectral far-off sensors are generally utilized for observing the world's surface with 

the high unearthly goal. 

Hyperspectral Image (HSI) information frequently contains many ghastly groups over a similar spatial 

zone which give significant data to distinguish the different materials. In HSI, every pixel can be viewed as a high 

dimensional vector whose passages relate to the ghostly reflectance from obvious to infrared.  

The absolute best utilizations of far off detecting are Mineral Investigation, Protection Exploration, Bio-

Compound Creation, Woodland Heath Status, Agribusiness e.t.c. Utilize the underneath research paper to improve 

instinct on uses of Hyperspectral distant detecting. 

1.2 Plot bands 

The Landsat8 dataset has 7 groups. How about we plot the groups utilizing the inbuilt technique 

'plot_bands' from the earthpy bundle. The plot_bands technique takes the pile of the groups and plots alongside 

custom titles which should be possible by-passing interesting titles for each picture as a rundown of titles utilizing 

the title= boundary. 

1.3 RGB Composite Images 

These hyperspectral pictures have numerous quantities of groups that contain the information going from 

obvious to infrared. So, it is difficult to imagine the information for people. So the making a RGB Composite 

Picture makes it more obvious the information adequately. To plot RGB composite pictures, you will plot the red, 

green, and blue groups, which are groups 4, 3, and 2, separately, in the picture stack we made from the Landsat8 

information. Python utilizes a zero-based list framework, so you need to deduct an estimation of 1 from each list. 

Thusly, the file for the red band is 3, green is 2, and blue is 1. 

1.4 Stretching the composite Images 

The Composite pictures that we made can now and again be dim if the pixel brilliance esteems are slanted 

toward the estimation of nothing. This kind of issue can be settled by extending the pixel brilliance esteems in a 

picture utilizing the contention stretch=True to stretch out the qualities to the full 0-255 scope of expected qualities 

to build the visual differentiation of the picture. Additionally, the str_clip contention permits you to indicate the 

amount of the tails of the information that you need to cut off. The bigger the number, the more the information 

will be extended or lit up. 
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1.5 Normalized Different Vegetation Index (NDVI) 

To decide the thickness of green on a fix of land, scientists should notice the particular frequencies of obvious 

(VIS) and close infrared (NIR)sunlight reflected by the plants. The Standardized Contrast Vegetation Record 

(NDVI) evaluates vegetation by estimating the distinction between close infrared which vegetation emphatically 

mirrors and red light (which vegetation retains). NDVI consistently goes from - 1 to +1.  

NDVI = (NIR — VIS)/(NIR + VIS)  

For instance, when you have negative qualities, all things considered, it's water. Then again, in the event that you 

have a NDVI esteem near +1, there's a high chance that it's thick green leaves. Yet, when NDVI is near nothing, 

there aren't green leaves and it could even be a urbanized zone. 

1.6 Classification of NDVI 

The Standardized Contrast Vegetation List (NDVI) results are classified into helpful classes dependent on the 

Hyperspectral Picture information. The qualities under 0 will be arranged together as no vegetation. Extra classes 

will be made for the exposed territory and low, moderate, and high vegetation zones. 

1.6.1 Machine Learning 

AI is an information examination procedure that trains PCs to do what easily falls into place for people 

and creatures: gain as a matter of fact. AI calculations utilize computational strategies to "learn" data 

straightforwardly from information without depending on a foreordained condition as a model. The calculations 

adaptively improve their presentation as the quantity of tests accessible for learning increments. Profound learning 

is a specific type of AI.  

AI utilizes two sorts of strategies: regulated realizing, which prepares a model on known information and 

yield information with the goal that it can anticipate future yields, and unaided realizing, which finds covered up 

designs or inherent constructions in input information.  

 
1.6.2 Supervised Learning 

Directed AI assembles a model that makes expectations dependent on proof within the sight of 

vulnerability. An administered learning calculation takes a known arrangement of info information and known 

reactions to the information (yield) and prepares a model to create sensible forecasts for the reaction to new 

information. Utilize managed learning in the event that you have known information for the yield you are 

attempting to foresee. Supervised learning uses classification and regression techniques to develop machine 

learning models. 

1.6.3 Classification 

Characterization strategies anticipate discrete reactions—for instance, regardless of whether an email is 

authentic or spam, or whether a tumor is destructive or favorable. Grouping models order input information into 

classes. Commonplace applications incorporate clinical imaging, discourse acknowledgment, and credit scoring. 

1.6.4 Regression 

Relapse methods anticipate consistent reactions—for instance, changes in temperature or variances in 

power interest. Ordinary applications incorporate power load gauging and algorithmic exchanging. Use relapse 

strategies on the off chance that you are working with an information range or if the idea of your reaction is a 

genuine number, like temperature or the time until disappointment for a piece of gear. 

1.6.5 Unsupervised Learning 

Unaided learning finds covered up designs or inherent constructions in information. It is utilized to draw 

deductions from datasets comprising of info information without marked reactions.  

 

 

https://www.mathworks.com/discovery/machine-learning-models.html
https://www.mathworks.com/discovery/machine-learning-models.html


International Journal of Interdisciplinary Innovative Research &Development (IJIIRD) 

ISSN: 2456-236X 

Vol. 05 Issue 02 | 2021 

050218 www.ijiird.com 111 

 

1.6.6 Clustering 

Grouping is the most widely recognized solo learning procedure. It is utilized for exploratory information 

investigation to discover covered up examples or groupings in information. Applications for bunch examination 

incorporate quality succession investigation, statistical surveying, and article acknowledgment.  

For instance, if a wireless organization needs upgrade the areas where they fabricate PDA towers, they 

can utilize AI to appraise the quantity of bunches of individuals depending on their pinnacles. A telephone can 

just converse with each pinnacle in turn, so the group utilizes bunching calculations to plan the best situation of 

cell pinnacles to streamline signal gathering for gatherings, or bunches, of their clients. 

1.7 Deep Convolutional Neural Network (CNN) 

Convolutional Neural Networks CNNs have been utilized adequately in a wide scope of uses related with 

PC vision. The name is gotten from the activity that separates CNNs from other neural organizations (NNs): the 

convolution activity. During preparing, CNN learns a bunch of weight frameworks, or portions, that convolve 

over a picture to separate picture highlights. Given a n × n input and a k × k portion, the convolution activity slides 

the part absurd, and ascertains the Hadamard item for each cover between the bit and the information. Convolving 

a solitary piece with an information picture delivers an element map, for example a m × m framework of 

enactments, where m = (n − k + 2p)/s + 1, where p is a discretionary cushioning boundary, and s is the step, or 

step size used to slide the portion. A component map catches the presence of a particular element across the picture 

by uncovering the relationships between adjoining pixels. Convolutional layers are assortments of highlight maps, 

which come about because of applying numerous portions to the first picture, or past convolutional layers. Early 

convolutional layers separate basic highlights, like lines and edges, though later layers remove more intricate 

highlights like shapes, examples, and ideas. Along these lines, highlight maps catch a packed various leveled 

portrayal of the articles present in the information picture. Further pressure is accomplished by applying a 

maximum pooling activity between convolutional layers, which lessens the dimensionality of highlight maps, 

preferring more grounded actuation signals. The capacity to develop compacted various leveled picture portrayals 

makes CNNs engaging with the end goal of progress identification, and semantic division. 

1.7.1 Features 

• Introduce artificial Intelligence technologies in the aerial / satellite image chain 

• Give them autonomy, opening up many opportunities for remote sensing with a capacity for reaction. 

• Creation of large dataset of labelled aerial images dedicated to learning  

• Evaluate performances on concrete settings (use cases, data, hardware) 

1.7.2 Benefits 

• A collaborative platform to design, evaluate and share ML Algorithms 

• Direct Access to diverse hardware (different GPU, FPGA, clouds, on -premises) 

• On demand Scalability for diverse experiments 

 

2. LITERATURE REVIEW 

Automated cropland mapping of continental Africa using Google Earth Engine cloud computing paper 

published on 2017 in the journal of ISPRS. the author is David thau et all. in this article they created and executed 

a robotized cropland planning calculation (ACMA) utilizing MODIS 250-m 16-day NDVI time-arrangement 

information. Of the 260 Mha net Cropland territories developed during 2014, 90.6% (236 Mha) was rainfed and 

simply 9.4% (24 Mha), inundated. A pixel-based arrangement between the guide created in this examination and 

various different investigations showed vulnerabilities fluctuating somewhere in the range of 15% and 25%. In 

this examination, we tended to these restrictions by applying a computerized cropland planning calculation 

(ACMA) that catches broad information on the croplands of Africa accessible through: (a) ground-based preparing 

tests, (b) high (sub-meter to five-meter) goal symbolism (VHRI), and (c) nearby information caught during field 

visits or potentially sourced from country reports and writing. 

Cloud Detection for Satellite Imagery Using Attention-Based U-Net Convolutional Neural Network 

paper published on 2020 in the journal of MDPI. the author is Mei Gao et all. in this article they the proposed a 

profound learning model appropriate for cloud identification, Cloud-AttU, which depends on a U-Net organization 

and fuses a consideration mechanism. The Cloud-AttU model receives the symmetric Encoder-Decoder structure, 

which accomplishes the combination of undeniable level highlights and low-level highlights through the skip-

association activity, causing the yield results to contain more extravagant multi-scale information. The proposed 

strategy is additionally ready to accomplish extraordinary outcomes within the sight of snow/ice aggravation and 

other brilliant non-cloud objects, with solid protection from unsettling influence. The Cloud-AttU model proposed 

in this investigation has accomplished phenomenal outcomes in the cloud identification errands, demonstrating 
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that this symmetric organization engineering has extraordinary potential for application in satellite picture 

handling and merits further examination. 

Using google earth engine to detect land cover change: Singapore as use case this paper published on 

2018 in the journal of remote sensing. the author is Nanki sidhu et all. in this journal the author says This paper 

researches the online distant detecting stage, Google Earth Engine (GEE) GEE has demonstrated to be an integral 

asset by giving admittance to a wide assortment of symbolism in one united framework. It has the capacity to 

perform spatial accumulations over worldwide scale information at a high computational speed. The progressing 

refinement of this framework makes it promising for huge information examiners from different client gatherings, 

the creators say. The creators presume that GEE faces the provokes basic to most resemble handling, large 

information structures and are searching for approaches to improve its presentation. In view of the regular 

computational breaks regardless of the little examination zones, we discover it is of key significance to deliberately 

load and total our info information into GEE, particularly to direct mainland and worldwide scale investigation. 

The examination directed utilizing GEE figured out how to give contributions to the metropolitan development 

that occurred in Tuas for the years 2006–2010 utilizing the MODIS EVI data.The Landsat 5 32-Day EVI 

information doesn't yield helpful outcomes because of the presence of a few missing information esteems for 

Singapore. 

Google earth engine Applications paper published on the year of 2019 in the journal of remote sensing . 

the author is lalit kumar . The Google Earth Engine (GEE) is a distributed computing stage intended to store and 

deal with gigantic informational indexes (at petabyte-scale) for examination and extreme dynamic. Following the 

free accessibility of Landsat arrangement in 2008, Google documented all the informational collections and 

connected them to the distributed computing motor for open-source use. The final product is that this presently 

permits researchers, free specialists, specialists, and countries to mine this huge distribution center of information 

for change location, map drifts, and evaluate assets on the Earth's surface more than ever. We are satisfied to 

report that a sum of 22 papers were distributed in this uncommon issue, covering territories around vegetation 

observing, cropland planning, environment evaluation, and gross essential profitability, among others. The 

examination showed a slanted use towards created nations when contrasted with developi countries. The papers 

covered preparing inadequacies, programming, and challenges in taking care of information in the cloud 

environment. 

Google earth engine Application since inception: usage, trends and potential paper published on the year 

of 2018 in the journal of remote sensing. the author is lalit Kumar. This exploration researched the take-up and 

utilization of the Google Earth Engine (GEE) stage, principally regarding the geographic area of clients, the 

datasets utilized, and the expansive fields of study. As one of the vital objectives of GEE is to give a stage to 

planetary-scale geospatial examination that is open for everybody, the focal inquiry of this composition is 

priceless. The outcomes show that the utilization of GEE is overwhelmed by created nations, both regarding client 

ethnicity (as given by institutional connection), and geographic application, while the uses of GEE as far as topic 

are very different. GEE gives significant freedoms to earth perception and geospatial applications, and that it 

possibly takes out a portion of the obstructions, especially in the creating scene. Be that as it may, this still can't 

seem to be completely acknowledged, and openings exist to enhance this. In general, GEE has opened another 

huge information worldview for capacity and examination of distantly detected information at a scale that was not 

possible utilizing work area handling machines. 

Google earth engine for geo big data application: a meta-analysis and systematic review this paper 

published on 2020. in the journal of remote sensing. the author is Bahram Salehi. Google Earth Engine (GEE) is 

a cloud-based geospatial preparing stage for enormous scope ecological checking and examination. The allowed 

to-utilize GEE stage gives admittance to (1) petabytes of openly accessible far off detecting symbolism and other 

prepared to-utilize items with a pilgrim web application; (2) rapid equal handling and AI calculations utilizing 

Google's computational foundation; and (3) a library of Application Programming Interfaces (APIs) with 

advancement conditions that help well known coding dialects, like JavaScript and Python. Well offers a novel 

stage for directing geo-large information examinations in different ecological applications. While there is 

consistently space for additional improvement of the stage, the rise of GEE with its extraordinary computational 

ability, free accessibility of satellite symbolism, what's more, scripting apparatuses have expanded analyst's 

capacity to perform geospatial investigation across a different zone. Because of these novel highlights, GEE has 

been better looked at than other contender stages, however a couple of its shortcomings ought to be reduced. For 

instance, a restricted number of calculations on object-based picture investigation and bunching techniques are 

presently accessible in GEE. Remarkably, the execution of progressed division and bunching calculations 

fundamentally add to outline of precise ground truth information. 

3. PROBLEM STATEMENT 

Conventional Satellite Image Processing performs prediction on satellite imagery on a workstation with 

high-end Hardware and Software requirements as it requires more storage and processing speed. This has a 

disadvantage of indirectly forcing researchers and GIS analysts to limit their study for a small geographic area. 
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The proposed method downloads directly from cloud platform of Google Earth using Google Earth Engine and 

performs prediction using Deep CNN on Google Colab powered with GPU.This would significantly enhance the 

performance of Prediction in Satellite Images on a wider scale.  

4. METHODOLOGY 

• Step1 :- first we authenticate with Google colab , cloud, earth engine. 

• Step 2:- after that we install python library TensorFlow and folium. 

• Step 3:- now we create storage bucket in google cloud platform 

• Step 4:- cloud storage bucket is used for training and testing a dataset 

• Step 5 :- Now from earth engine we will take dataset from landsat 8 

surface reflectance data for predictors. 

• Step 6:- read a file in cloud storage into tf.data.dataset 

• Step 7:- The actual content is not necessarily human readable. 

• Step 8:- parse the dataset 

• Step 9:- adjust the dimension and shape  

• Step 10: create the Keras Model 

• Step 11:- save the trained Model 

Step 12:- for hosting google AI platform we prepare Eeification . 

• Step 13 run the Eeifier .the actual Eeification is handeled by the earthengine modle . 

• Step 14:-Deploy and host the EEified model on AI Platform 

• Step 15 :- Connect to the hosted model from Earth Engine 

• Step 16 :- Generate the input imagery. This should be done in exactly the same way as the training data 

were generated. 

• Step 17 :- Connect to the hosted model. 

• Step 18 :- Use the model to make predictions. 

• Step 19 :- Display the results. 

5. RESULT 

 

6. CONCLUSION 

In this project we conclude that when we fetched data from Google earth engine and trained it from keras 

model so after prediction we store the data in Google cloud bucket. The output was that in the particular area it 

would show which area will be bar veg or watered in RGB colour. When we use GPU then accuracy will be more 

as compared to CPU. Google cloud storage bucket will serve as a bridge between GEE and Colab. 

7. REFERENCES 

[1] N. N. Patela et al., “Multitemporal settlement and population mapping from landsatusing google earth 

engine,” Int. J. Appl. Earth Obs. Geoinf., vol. 35, no. PB, pp. 199–208, 2015, doi: 

10.1016/j.jag.2014.09.005. 

[2] L. Liu et al., “Mapping cropping intensity in China using time series Landsat and Sentinel-2 images and 

Google Earth Engine,” Remote Sens. Environ., vol. 239, Mar. 2020, doi: 10.1016/j.rse.2019.111624. 

[3] “Google Earth Engine for geo-big data applications: A meta-analysis and systematic review - 

ScienceDirect.” https://www.sciencedirect.com/science/article/abs/pii/S0924271620300927 (accessed Apr. 

02, 2021). 



International Journal of Interdisciplinary Innovative Research &Development (IJIIRD) 

ISSN: 2456-236X 

Vol. 05 Issue 02 | 2021 

050218 www.ijiird.com 114 

[4] “The U. V. Helava Award – Best Paper Volumes 147-158 (2019),” ISPRS J. Photogramm. Remote Sens., 

vol. 164, pp. 171–172, Jun. 2020, doi: 10.1016/j.isprsjprs.2020.03.015. 

[5] R. R. Poppiel et al., “High resolution middle eastern soil attributes mapping via open data and cloud 

computing,” Geoderma, vol. 385, Mar. 2021, doi: 10.1016/j.geoderma.2020.114890. 

[6] S. Chauhan, R. Darvishzadeh, M. Boschetti, and A. Nelson, “Discriminant analysis for lodging severity 

classification in wheat using RADARSAT-2 and Sentinel-1 data,” ISPRS J. Photogramm. Remote Sens., 

vol. 164, pp. 138–151, Jun. 2020, doi: 10.1016/j.isprsjprs.2020.04.012. 

[7] J. M. Deines, A. D. Kendall, M. A. Crowley, J. Rapp, J. A. Cardille, and D. W. Hyndman, “Mapping three 

decades of annual irrigation across the US High Plains Aquifer using Landsat and Google Earth Engine,” 

Remote Sens. Environ., vol. 233, Nov. 2019, doi: 10.1016/j.rse.2019.111400. 

[8] S. Bhatnagar, L. Gill, S. Regan, S. Waldren, and B. Ghosh, “A nested drone-satellite approach to 

monitoring the ecological conditions of wetlands,” ISPRS J. Photogramm. Remote Sens., vol. 174, pp. 151–

165, Apr. 2021, doi: 10.1016/j.isprsjprs.2021.01.012. 

[9] Y. Guo, X. Cao, B. Liu, and M. Gao, “Cloud Detection for Satellite Imagery Using Attention-Based U-Net 

Convolutional Neural Network,” Symmetry (Basel)., vol. 12, no. 6, p. 1056, Jun. 2020, doi: 

10.3390/sym12061056. 

[10] H. Tamiminia, B. Salehi, M. Mahdianpari, L. Quackenbush, S. Adeli, and B. Brisco, “Google Earth Engine 

for geo-big data applications: A meta-analysis and systematic review,” ISPRS J. Photogramm. Remote 

Sens., vol. 164, no. January, pp. 152–170, 2020, doi: 10.1016/j.isprsjprs.2020.04.001. 

[11] O. Stromann, A. Nascetti, O. Yousif, and Y. Ban, “Dimensionality Reduction and Feature Selection for 

Object-Based Land Cover Classification based on Sentinel-1 and Sentinel-2 Time Series Using Google 

Earth Engine,” Remote Sens., vol. 12, no. 1, p. 76, Dec. 2019, doi: 10.3390/rs12010076. 

[12] L. Kumar and O. Mutanga, “Google Earth Engine Applications Since Inception: Usage, Trends, and 

Potential,” Remote Sens., vol. 10, no. 10, p. 1509, Sep. 2018, doi: 10.3390/rs10101509. 

[13] O. Mutanga and L. Kumar, “Google Earth Engine Applications,” Remote Sens., vol. 11, no. 5, p. 591, Mar. 

2019, doi: 10.3390/rs11050591. 

[14] N. Sidhu, E. Pebesma, and G. Câmara, “Using Google Earth Engine to detect land cover change: Singapore 

as a use case,” Eur. J. Remote Sens., vol. 51, no. 1, pp. 486–500, Jan. 2018, doi: 

10.1080/22797254.2018.1451782. 

[15] J. Xiong et al., “Automated cropland mapping of continental Africa using Google Earth Engine cloud 

computing,” ISPRS J. Photogramm. Remote Sens., vol. 126, pp. 225–244, Apr. 2017, doi: 

10.1016/j.isprsjprs.2017.01.019. 

[16] K. R. Ferreira et al., “Using Remote Sensing Images and Cloud Services on Aws to Improve Land Use and 

Cover Monitoring,” 2020 IEEE Lat. Am. GRSS ISPRS Remote Sens. Conf. LAGIRS 2020 - Proc., no. 

March, pp. 558–562, 2020, doi: 10.1109/LAGIRS48042.2020.9165649. 

[17] W. Shi, M. Zhang, R. Zhang, S. Chen, and Z. Zhan, “Change detection based on artificial intelligence: 

State-of-the-art and challenges,” Remote Sens., vol. 12, no. 10, 2020, doi: 10.3390/rs12101688. 

[18] H. Lan, X. Zheng, and P. M. Torrens, “Spark Sensing: A Cloud Computing Framework to Unfold 

Processing Efficiencies for Large and Multiscale Remotely Sensed Data, with Examples on Landsat 8 and 

MODIS Data,” J. Sensors, vol. 2018, 2018, doi: 10.1155/2018/2075057. 

[19] S. Ji, Y. Shen, M. Lu, and Y. Zhang, “Building instance change detection from large-scale aerial images 

using convolutional neural networks and simulated samples,” Remote Sens., vol. 11, no. 11, 2019, doi: 

10.3390/rs11111343. 

[20] R. Jaturapitpornchai, M. Matsuoka, N. Kanemoto, S. Kuzuoka, R. Ito, and R. Nakamura, “Newly built 

construction detection in SAR images using deep learning,” Remote Sens., vol. 11, no. 12, pp. 1–24, 2019, 

doi: 10.3390/rs11121444. 

[21] A. Asokan, J. Anitha, M. Ciobanu, A. Gabor, A. Naaji, and D. J. Hemanth, “Image processing techniques 

for analysis of satellite images for historical maps classification-An overview,” Appl. Sci., vol. 10, no. 12, 

2020, doi: 10.3390/app10124207. 

[22] V. C. F. Gomes, G. R. Queiroz, and K. R. Ferreira, “An overview of platforms for big earth observation 

data management and analysis,” Remote Sens., vol. 12, no. 8, pp. 1–25, 2020, doi: 10.3390/RS12081253. 

[23] L. Wang, J. Yan, and Y. Ma, Cloud Computing in Remote Sensing, no. June. 2019. 

[24] K. Lee, S. Kang, K. Kim, and T. B. Chae, “Cloud-based Satellite Image Processing Service by Open Source 

Stack: A KARI Case,” Korean J. Remote Sens., vol. 33, no. 4, pp. 339–350, 2017. 

[25] A. Asokan and J. Anitha, “Change detection techniques for remote sensing applications: a survey,” Earth 

Sci. Informatics, 2019, doi: 10.1007/s12145-019-00380-5. 

[26] K. L. de Jong and A. S. Bosman, “Unsupervised change detection in satellite images using convolutional 

neural networks,” arXiv, 2018. 

 


