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ABSTRACT 

Lung cancer is considered as one of the deadliest disease and it has higher mortality and takes up 7 th 

position in the mortality rate index and causing 1.5% total mortality rate in the world. On February 4th 2020, 

World Health Organization has released two global reports on occasion of World Cancer Day. The report 

uncovers that one of every 10 Indians will develop cancer disease during their lifetime and one out of 15 will die 

from the infection. There are an expected 1.16 million new disease cases enlisted every year in India and around 

7,84,800 die from it every year. As indicated by the report, of 5.70 lakh new cancer growth cases in men, the most 

common is oral disease, lung cancer, stomach cancer, colorectal cancer and esophageal cancer represent 45% 

of enrolled cases. In this paper an approach is made to effectively classify the lung cancer related attributes using 

machine learning algorithm. 15 lung cancer related attributes are considered and the classification is based on 

logistic regression without and shallow neural network. The machine learning code is executed in AWS Sage 

Maker 

Keywords: cancer, lung, AWS, Machine learning, logistic regression, neural network 

1. INTRODUCTION 

Lung cancer is one of the main causes for cancer-related death. Lung cancer can begin in the windpipe, 

lungs or main airway. [7]It is caused due to unidentified growth and spread of some cells from the lungs. People 

with lung disease such as emphysema and dealing with chest problems have higher chance to be diagnosed with 

lung cancer. Overconsumption of tobacco, beedis and cigarettes, are the major risk factor which leads to lung cancer 

in Indian men; however, among Indian women, smoking is not so common, which also indicate that there are other 

factors leading to the cause of lung cancer. Other risk factors which include, air-pollutions, exposure to radon gas 

and chemicals in the workplace. cancer is categorized into two types such as primary lung cancer and secondary 

lung cancer. A primary lung cancer which initiates in lung is called as primary lung cancer whereas those that 

initiates in lung and spread to other parts of body is secondary lung cancer. the stage of the cancer is determined by 

the size of the cancer and how far the infection has spread. An initial stage of cancer is a small cancer which is 

diagnosed in lung and the advanced lung cancer is the one that has spread into other part of body or surrounding 

tissue. in order to prevent the lung cancer A better understanding of risk factors can help. The key to improve the 

survival rate is early.  

2. LITERATURE REVIEW 

[1] This paper mainly deals with comparative study of the classification algorithm to detect a tumour in 

Brain. Using location and volumetric features and overall accuracy rate has been calculated based on two 

classification classes such as Quadratic Discriminant and logistic regressionand three classification classes such as 

Coarse Gaussian SVM, Linear SVM, Cosine KNN and Complex and median tree. 

[2] In this paper, various results are produced for each classifier on the lung cancer dataset that was 

obtained. The classifiers such as NN, SVM, KNN and Logistic Regression were implemented and also their 

corresponding accuracy rates were obtained. the highest accuracy was produced by Support Vector Machine with 

99.3%. This proposed method was applied to medical dataset which helped doctors in better decision making. 

[3] This paper examines the accomplishment of support logistic regression (LR) and support vector 

machine (SVM) algorithmsby predicting the survival rate of lung cancer patients and compares also by identifies 

the effectiveness of these two algorithmsthrough accuracy, recall, F1, precision, score and confusion matrix. These 

techniques have been applied in order to detect the survival possibilitiesof lung cancerpatientsand help the 

physicians to take decisions based on the forecast of the disease. 

[4] Different division calculations were discussedwhich incorporates Naïve Bayes, Hidden Markov Model 

and so on Appropriate clarification is given about how and why different division calculations are utilized in 

discovery of Lung tumour. 

[5] The classification algorithms such as Naive Bayes, SVM, Decision tree and Logistic Regression were 

used to predict lung cancer The main objective of this paper is to diagnose lung cancer at the earlier stage by 

examining the performance of classification algorithms. 
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3. PROBLEM STATEMENT 

Achieving a better accuracy rate was challenging. As the estimation of the efficiency of any algorithm 

completely depends on the dataset, if the dataset is lost then it hinders the whole process. 

4. IMPLEMENTATION 

In this model 15 lung cancer related attribute were considered for the classification purpose. the 15 

attributes that were considered are age, gender, smoking, yellow finger, Anxiety, Peer pressure, Chronic Disease, 

Fatigue, Allergy, Wheezing, Alcohol Coughing Shortness of Breath, Swallowing Difficulty, Chest pain, Lung 

Cancer. The dataset is collected from Data World platform. 

 
Fig1: Architectural flow diagram 

The gathered data is processed and uploaded in AWS sage makerstudio. The dataset is divided into training 

dataset and testing dataset. Machinelearning algorithms such as logistic regression and Shallow neural network is 

applied on both datasets. If the attribute specified is true, then it is initialized to 2 and if the attributes specified if 

false then it is initialized to 1. The accuracy along with required graph was generated. And compare output of both 

these classifiers  

4.1 Advantages of proposed model 

• The evaluated result was generated within seconds 

• Produced better accuracy  

• with the help of AWS sage maker studio users can generate sharable link. 

• Sage maker studio consists of pre-installed Amazon Sage Maker python SDK which reduces the complexity of 

importing certain python packages. 

5. METHODOLOGY 

5.1 Logistic regression 

Logistic regression is a machine learning technique for the function that is used at the core of the method, 

the logistic function. The logistic function is also called as the sigmoid function and this was developed by 

statisticians in to describe the properties of population growth in rising quickly, ecology and maxing out the carrying 

capacity of the environment. It's an S-shaped curve that can take any real-valued number and map it into a value 

between 0 and 1, but it will never be exactly at those limits. The logistic function equation is given as: 

The lung cancer data set consists of 15 attributes; hence the hypothesis for lung cancer detection is of the form 

ℎ𝜃(𝑥) =  
1

(1+𝑒−𝜃𝑇𝑥)
---------------- (1) 

Where θTx = θ0 + θ1x1+θ2x2 + θ3x3 + …… +θ15x15    ..................                     (2) 

Here x1, x2, x3, … x15 are 15 attributes and these 15 attributes will facilitate lung cancer. Total number weights 

in this case is 16 including θ0.  

The cost function for logistic regression is  

𝐽(𝜃) =  −
1

𝑚
∑ 𝑦𝑖𝑚

𝑖=1 log (ℎθ(𝑥𝑖) +  (1 − 𝑦𝑖  ) (1 − log (ℎθ(𝑥𝑖))  -----------(4) 

Where m is total number of input instances.  

minθ J(𝜃), where 𝜃𝑗is computed as follows 

𝜃𝑗 ≔  𝜃𝑗 −  𝛼 
𝛿𝐽

𝛿𝜃𝑗
  0<=j<=7       --------(5) 
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Here partial derivatives of cost function parameterized by 𝜃 is estimated as follows 
𝛿𝐽(𝜃)

𝛿𝜃0
=  

1

𝑚
∑ (ℎ𝜃(𝑥𝑖)𝑚

𝑖=1 − 𝑦𝑖)                                                                 ----------(6) 

𝛿𝐽(𝜃)

𝛿𝜃𝑗
=  

1

𝑚
∑ (ℎ𝜃(𝑥𝑖)𝑚

𝑖=1 − 𝑦𝑖)𝑥𝑗
𝑖              1<=j<=7                                ----------(7) 

The main objective is to minimize the cost function parameterized by θ, using the gradient descent rule ie. 

5.2. Shallow neural network 

In a shallow neural network, the values of the feature vector of a data that has to be classified (the input 

layer) will be passed to a layer of nodes (also known as neurons or units) (the hidden layer) each of these nodes 

generates a response according to some activation function, gg, acting on the weighted sum of those values, zz. The 

responses of each of these unit in a hidden layer is then passed to an outputlayer whose activation will produce the 

classification prediction output. 

6. RESULT ANALYSIS 

 
Fig 2: Logistic regression cost function graph 

 

 
Fig 3: Neural network cost function graph 

7. CONCLUSION 

Various learning algorithms for effective classification of lung cancer were used in this paper. upon applying logistic 

regression and shallow neural network algorithms it was observed that shallow neural network produced better 

accuracy and performance with 86% accuracy rate when compared to logistic regression. 
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