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ABSTRACT 

Object Detection is a well-known computer technology connected with computer vision and image 

processing that focuses on detecting objects or its instances of a certain class like humans, animals etc, it also 

describe a collection of related computer vision tasks that involve activities like identifying objects in digital 

photographs. Image classification involves activities such as predicting the class of one object in an image. 

Object localization is refers to identifying the location of one or more objects in an image and drawing an 

abounding box around their extent. Object detection does the work of combines these two tasks and localizes 

and classifies one or more objects in an image. In this project, we are using highly accurate object 

detection-algorithms and methods such as R-CNN, Fast-RCNN, and SSD. Using these methods and 

algorithms, based on deep learning which is also based on machine learning require lots of mathematical 

and deep learning frameworks understanding by using dependencies such as TensorFlow, OpenCV etc. 
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1. INTRODUCTION 

Object Detection (OD) and location in digital images has become one of the most important 

applications for industries to ease user, save time and to achieve parallelism. This is not a new technique but 

improvement in object detection is still required in order to achieve the targeted objective more efficiently and 

accurately. Given the real time webcam data, this application will use OpenCV library to track an object and 

allows the user to draw by moving the object in the air. A variety of problems of current interest in computer 

vision require the ability to track moving objects in real time for purposes such as surveillance, video 

conferencing, robot navigation, etc. 

OD is one of the basic spaces of examination because of routine change moving of article and variety 

in scene size, impediments, appearance varieties, and sense of self movement and enlightenment changes. In 

particular, highlight determination is the essential job in object following. It is identified with numerous constant 

applications like vehicle discernment, video observation, etc. To defeat the issue of discovery, following 

identified with object development and appearance. A large portion of the calculation centers around the 

following calculation to smoothen the video succession. Then again, scarcely any techniques utilize the earlier 

accessible data about object shape, shading, surface, etc. Shading has been generally utilized progressively 

global positioning frameworks. It offers a few critical benefits over mathematical signals like computational 

straightforwardness, heartiness under halfway impediment, pivot, scale and goal changes. Despite the fact that 

shading techniques end up being proficient in an assortment of vision applications, there are a few issues related 

with these strategies for which shading consistency is quite possibly the most significant. In the global 

positioning framework carried out, the shading masses are being followed. The idea of masses as a portrayal for 

picture highlights has a long history in Computer vision and has had a wide range of numerical definitions. 

2. LITERATURE SURVEY 

In this paper, an SSD and Mobile Nets based algorithms are implemented for detection and tracking in 

python environment. Object detection involves detecting region of interest of object from given class of image. 

Different methods are Frame differencing, Optical flow, Background subtraction. This is a method of detecting 

and locating an object which is in motion with the help of a camera. Detection and tracking algorithms are 

described by extracting the features of image and video for security applications. 

Basically, an OD system can be described easily, by seeing Figure 1 which shows the basic stages that 

are involved in the process of OD. The basic input to the OD system can be an image or a scene in case of 

videos. The basic aim of this system is to detect objects that are present in the image or scene or simply in other 

words the system needs to categorize the various objects into respective object classes. 
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Fig: 1 Object Detection Model 

3. OBJECT DETECTION AND TRACKING ALGORITHMS 

• R-CNN 

The Region-based Convolutional Network method (RCNN) is a combination of region proposals with 

Convolution Neural Networks (CNNs). R-CNN helps in localising objects with a deep network and training a 

high-capacity model with only a small quantity of annotated detection data. It achieves excellent object 

detection accuracy by using a deep ConvNet to classify object proposals. R-CNN has the capability to scale to 

thousands of object classes without resorting to approximate techniques, including hashing. 

 
Fig: 2 R-CNN Model 

• Fast R-CNN 

Fast Region-Based Convolutional Network method or Fast R-CNN is a training algorithm for object 

detection. This algorithm mainly fixes the disadvantages of R-CNN and SPPnet, while improving on their speed 

and accuracy. 

 
Fig: 3 Fast R-CNN Model 

• SSD 

Single Shot Detector (SSD) is a method for detecting objects in images using a single deep neural 

network. The SSD approach discretises the output space of bounding boxes into a set of default boxes over 

different aspect ratios. After discretising, the method scales per feature map location. The Single Shot Detector 
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network combines predictions from multiple feature maps with different resolutions to naturally handle objects 

of various sizes. 

 
Fig: 4 SSD Model 

4. PROPOSED MODEL 

We aim to accomplishing an object detection by predicting a set of bounding boxes, which represent 

potential objects. More precisely, we use a Deep Neural Network (DNN), which outputs a fixed number of 

bounding boxes. In addition, it outputs a score for each box expressing the network confidence of this box 

containing an object. 

• Model To formalize the above idea, we encode the i-th object box and its associated confidence as node 

values of the last net layer: 

• Bounding Box: In object detection, we usually use a bounding box to describe the target location. The 

bounding box is a rectangular box that can be determined by the xx and yy axis coordinates in the upper-left 

corner and the xx and yy axis coordinates in the lower-right corner of the rectangle. Another commonly used 

bounding box representation is the xx and yy axis coordinates of the bounding box center, and its width and 

height.  

• Confidence: The confidence score reflects how likely the box contains an object and how accurate is the 

bounding box. If no object exists in that cell, the confidence score should be zero. The confidence score is an 

output of the underlying neural network, so it is the result of training across a dataset where correct 

predictions are trained towards 1 and incorrect predictions are trained towards 0.  

• Training Objective: We train a Deep Neural Network (DNN) to predict bounding boxes and their confidence 

scores for each training image such that the highest scoring boxes match well the ground truth object boxes 

for the image. Suppose that for a particular training example, M objects were labeled by bounding boxes gj , j  

∈ {1, . . . , M}. In practice, the number of predictions K is much larger than the number of ground truth boxes 

M. Therefore, we try to optimize only the subset of predicted boxes which match best the ground truth ones. 

We optimize their locations to improve their match and maximize their confidences. At the same time we 

minimize the confidences of the remaining predictions, which are considered not to localize the true objects 

well. 

5. FLOWCHAT 

 
Fig: 5 Flowchat of Object Detection 
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6. BACKGROUND WORK 

The aim of object detection is to recognize all cases of items from a referred to class, like individuals, 

vehicles or countenances in a picture. For the most part, just few examples of the item are available in the 

picture, yet there is an enormous number of potential areas and scales at which they can happen and that need to 

some way or another be investigated. Every identification of the picture is accounted for with some type of 

posture data. This is pretty much as basic as the area of the article, an area and scale, or the degree of the item 

characterized as far as a bouncing box. In some other situations, the posture data is more definite and contains 

the boundaries of a direct or non-straight change. For instance for face recognition in a face finder may figure 

the areas of the eyes, nose and mouth, as well as the bounding box of the face. An illustration of bike 

recognition in a picture that indicates the areas of specific parts is appeared in Figure 6. The posture can 

likewise be characterized by a three-dimensional change indicating the area of the item comparative with the 

camera. 

 
Fig: 6 Bicycle Detection in an image 

7. METHODOLOGY 

7.1 Object Detection  

• Frame Differencing: This technique, we use to detect motion and find out the moving objects and stationary 

objects in the image scene. Frame Differencing is an algorithm to observe the motion in the image scene and 

detect the moving objects using a fixed surveillance camera. In this technique, the model captured the image 

from the static camera and sequence of image from the camera stream. In the second phase, the absolute 

difference is calculated between the consecutive frames and the record the difference. Finally, the image 

processing techniques are applied to remove the noise. 

• Background Subtraction: Background subtraction (BS) method is a rapid method of localizing objects in 

motion from a video captured by a stationary camera. This forms the primary step of a multi-stage vision 

system. This type of process separates out background from the foreground object in sequence in images. 

 

7.2 Object Tracking  

Object Detection is done in video sequences like security cameras and CCTV surveillance feed; the 

objective is to track the path followed, speed of an object.The rate of real time detection can be increased by 

employing object tracking and running classification in few frames captured in a fixed interval of time. 

Object Detection can run on a slow frame rates looking for objects to lock onto and once those objects 

are detected and locked, then object tracking, can run in faster frame speed. 

8. RESULTS AND ANALYSIS 

Based on SSD algorithm, a python program was developed for the algorithm and implemented in 

OpenCV. OpenCV is run in PYcharm IDE. Total 21 objects were trained in this model. The following results 

are obtained after successful scanning, detection and tracking of video sequence provided by camera. 

 
Fig: 7 Results Image frame 1 
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Fig: 8 Results Image frame 2 

 

 
Fig: 9 Real-Time Camera view Detection 

Fig.7 to 9 shows the real time detection of horse, car, person and dog with confidence levels 99.90%, 

98.68%, 99.9% and 97.46% respectively. The model was trained to detect 21 objects class like dog, motorbike 

etc. with accuracy of 99%.  

Average Precision Results table 

Model mAP(%) MAX RECALL(%) pd(%) Speed(ms) 

FAST-RCNN 88.44 99.91 61.78 37.63 

RCNN 97.92 99.90 56.85 19.26 

SSD 97.92 99.93 94.25 17.42 

 

Table 1. Average precision results for the baseline Object Detector, we proposed RCNN, FAST-RCNN 

and SSD approach and state-of-the-art results on all 21 classes of the COCO and ImageNet dataset. 

9. CONCLUSION 

Objects are detected using SSD algorithm in real time scenarios. Additionally, SSD have shown results 

with considerable confidence level. Main Objective of SSD algorithm to detect various objects in real time 

video sequence and track them in real time. This model showed great discovery and following outcomes on the 

article prepared and can additionally used in explicit situations to identify, track and react to the specific focused 

on objects in the video observation. This continuous investigation of the biological system can yield incredible 

outcomes by empowering security, request and utility for any undertaking. The model can be deployed in 

CCTVs, drones and other surveillance devices to detect attacks on many places like schools, government offices 

and hospitals where arms are completely restricted. 
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